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HCI in Aircraft
The airline industry has been one of the greatest driving forces behind worldwide economics, ever since the Wright Brothers and Pat Epps conducted their first actual sustained flights in history.  Never mind, who Pat Epps is, just let it suffice that there is great contention in the aviation community, as to which state was really the first in flight.  Aviation was heavily funded at first by Grants and Awards, given through contests and other competitions sponsored by the United States government in the name of “gaining knowledge for national defense.  This led to great strides being made in flight technology.  After the war, the greatest expense for the technology was shouldered mostly by private inventors and the civil aviation industry.  Since the early regulation of the aviation industry by the government, struggles to survive have existed for air carriers in certain markets and regions. So the government has an obligation and vested interest in seeing regulations changed, in order to accommodate the airlines interests.  In 1978, the government deregulated the industry; with the idea in mind that increasing competition would help to cause a higher standard and therefore better service, causing lower prices and greater passenger seat miles.  This stimulated the economy, all the more.  The deregulation worked and new technologies, being applied in other industries, were soon to be desired by the airlines.  This helped make the airlines more profitable and once again, stimulated the economy.  Horizontal Situation Indicators (HIS), Loran, Global Positioning Satellites (GPS), and Ground Collision Avoidance Equipment, to name a few, were the first, of the newly embraced technologies.  By the early 1980’s, the term “glass cock-pit” had emerged, referring to the amount  of Large Glass fronted  LED displays now sported in cockpits of the, then new, 747’s.  What fuels this change-over to “glass cockpits” are the positive effects that Controller Pilot Data Link Control (CPDLC) has on aviation as well as the worldwide economy.
Once the new technologies where embraced by the airlines and moved aboard aircraft world wide, a strange phenomenon started happening.  Aircraft, sporting this technology, began 
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showing up in crash sites deemed by the FAA, NTSB, and NASA as being, “not understandable”.  The reason being that, the aircraft involved were equipped with functioning equipment, designed to eliminate just such a crash.  These crashes, much of the time, involved highly skilled pilots familiar with the routes and equipment involved.  The question soon emerged, “What the world is bringing these planes down, that have fully functioning equipment with fully capable crews?”.  
There seemed to be only one explanation, “Pilot Error”.  This paper is going to explain wide ranging reasons for the importance of Human Computer Interaction (HCI) in aviation. Examples of some of the tragedies that have taken place due to the lack of HCI understanding in aviation, will be used throughout this paper, to better show how important HCI is to aviation safety and how results of such a quick tragedy can lead to massive lose of life..  This is not only true during commercial flight but even those portions while not in-flight.  One such accident was the Milan-Linate Runway Incursion that killed 118 people (Flottau, 2001).  In this instance a business jet took a wrong taxiway in foggy conditions because of a lack of situational awareness.  According to tower recordings, the pilot read back his taxi instructions correctly to the ground controller, but some thing went wrong after that point which allowed the business jet to get lost in dense fog and end up on an active runway where a departing MD-80 slammed into the unsuspecting taxing aircraft. According to the ENAV the Italian flight controllers union “it is true human error resulted in the crash of the Cessna Citation business jet and an SAS Scandinavian Airlines MD-80 killing all 114 on both aircraft and four on the ground”.  Other factors of HCI in aviation are the controllers over looking the aircraft enroute both in the air and on the ground.  The system we are talking about here is huge and the number of humans interacting with it is even larger.  The lack of understanding HCI in the past has come at quite a price in terms of human life, sense the study of HCI had not been taken as seriously as it should have been decades ago.  Most errors are not of such grieves nature that one mistake would have crash causing results. Usually there has been a string, of 
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non-grievous errors, making it virtually impossible to recover, much of the time, in time to save the flight.  Early in the history of crash investigations, the term “Human Factors” emerged and thus “Human Factors Training”.  A chain of errors, leading to a crash, is not just limited to flight crew mistakes. “Maintenance errors contribute to about 25% of all aircraft accidents and incident.   Human error studies have actually been around since the 1940’s in aviation.    This idea of Human Factors Training has spread rapidly in the last ten years through Commercial, Private, and Military Aviation. It is accredited today with having saved hundreds and maybe thousands of lives.
  The typical course of a Human Factors Investigation “traces an accident chain and identifies related psychological factors and common causes of judgmental interference, and demonstrates the development of safety practices that prevent or catch errors” (Proctor, 1995).  These safety practices are comprised of a finely honed set of responsibilities for each flight crew member and the manipulation of the aircrafts different systems, so as to maintain the desired attitude of flight throughout any given outside interference to that fight (i.e. – elevation of terrain, Atmospheric pressure, weather, etc.), in order to complete the flights mission, especially during an emergency. Today, more than ever, the aircrafts systems are being controlled by “fly by wire” technology, which is nothing more than “multiple redundant computer controlled systems”.  These systems allow for (Category 3) aircraft to take off and land completely on their own given that the airports of departures and arrivals are equipped with the technology as well.  We have seen the reduction of the four man flight-crew to a two man flight-crew, only after President Reagan signed a Presidential order making it mandatory for the FAA to write it into regulation.  The two cockpit positions eliminated were the Navigator and the Flight Engineer.  These were positions that had been seen as highly necessary for over 40 years, but through the development of technology, the duties involved were able to be passed down to the pilot and co-pilot without any compromise to safety.   Now, roughly ten years later, the industry is seeing yet another major integration of technology, which may very well lead to the single pilot cockpit and eventually, the pilot-less cockpit.  This new system that will increase fuel efficiencies by enhanced reliabilities, reduced maintenance costs and requirements and reduced crew size.  Much of this will be achieved through enhanced precision, enhanced safety, economy of cockpit space and displayed information, and reduced crew workload.  The answer is NEXCOM, the government indorsed next generation of aircraft 
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radio communications and navigation equipment, which will operate via Datalink (CPDLC). These changes are being forced because of the lack of available radio frequencies available to maintain the current systems efficiency and safety.  Most of these changes will be in place soon because of the “expected full system demonstration by the FAA before 2003 and an operational demonstration by 2004” (Nordwall, 2001).  From here comes the  final phases of the NEXCOM strategy which will replace aging analog equipment with multi-mode digital radios, capable of operating with double side-bands at both 25 KHz. spacing  and the 8.33 KHz. spacing  required in Europe.  Nexcom will also be able to transmit integrated digital voice and data over VHF Digital Link Mode-3 (VDL-3).  The VDL-Mode 3 will be essential for controller/pilot data link communication (CPDLC) during free flight.  Free Flight is where this is all heading, this is where pilots are allowed to choose their own routes between points, saving vast amounts of resources and fuel, and adding millions to the profit margins of airlines each year.  ITT/Park Air Systems, now part of Northrop Grumman, produces the radio which is called CAVU for the well known acronym that describes pilots’ favorite flying conditions - Clear and Visibility Unlimited.  Increased capacity will come through the use of Time Division Multiple Access Modulation (TDMA).  This technology allows fours channels to share one frequency, transmitting voice and data simultaneously, which will relieve today’s over loaded frequencies. The first Nexcom en route site is scheduled for 2007, and the whole system should be operational before 2011.   It is this very system that will eventually reduce today’s two pilot cockpits, to the single pilot and even pilot-less cockpits.  Even with the number of pilots required in today’s commercial cock-pits, human factors studies (HCI) in aircraft and aviation, has become essential.  It will become even more so, when the cockpit regulations of the future, requiring even fewer or no pilots onboard commercial transports, are implemented.  This all comes at a price.  Along with increased automation, comes significant complexity, which has caused much investigation because of the number of accidents resulting from crew/automation interaction.  Automation has 
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often been referred to, as “strong and silent”, in that it has the ability to control the vehicle, but often provides little feedback to the crew concerning its present state and its’ operational mode.  The role of the pilot with automation has changed from “direct controller”to“system monitor and this has caused pilots to become over-dependent on their automation, therefore, leading finally to deadly “pilot complacency”.  This complacency is the cause of many crashes caused by crew confusion. In HCI terms, spelled out by Jakob Neilsen in his list of the ten most important heuristics, all ten are pretty much violated at this point adding to the crew confusion.  For example, following are two such cases exacerbated by non-standard mode disconnects and a lack of automation feedback to the crew.  (Moscow, 1991 and Nagoya, Japan 1994), an auto flight mode commanded nose-up pitch while the pilot commanded nose-down pitch during an autopilot-coupled go-around. In the Moscow incident, the airplane went through a number of extreme pitch oscillations until the crew was able to disconnect the automation and gain control. In Nagoya, the crew inadvertently activated the go-around mode during a normal approach. The crew attempted to reacquire the glide slope by commanding nose down elevator, but this conflicted with the auto flight mode’s logic and pitch up commands. In addition, the automated stabilizer system had trimmed the aircraft to maximum nose-up, following its go-around logic (which may not have been clearly annunciated to the crew). The crew should have allowed the automated flight mode to control the aircraft, or should have completely disconnected the automation. The situation was recoverable, but the crew, interacting with the automation (and in the presence of reduced feedback), put the aircraft into an unrecoverable position. An underlying issue relates to the mechanism enabling a pilot to disconnect the auto flight mode and regain manual control. The autopilot was designed not to disconnect using the standard control column force when in go-around mode below a specific altitude (for protection), and needed to be disconnected by an alternate mode; the crew may have believed they disconnected the autopilot and were manually controlling the aircraft when, in fact, the automation was still operating. 
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Ultimately, the automated flight mode dominated, the aircraft pitched up, stalled and crashed” (Rudisill, March 1, 2000).  These crashes and others like them have lead to an identifiable list of Crew / Automation Interaction Issues and problems developed by the Navel and Marine School of Aviation Safety, that when studied, resemble the list of the Ten Most Important Heuristics compiled by Jakob Neilsen.  

Neilsen’s 10 Heuristics:
Naval Aviation Human Factors:
1.
Visibility of system status
1.
Sensory-Perceptual
2.
Match between system and the real world
2.
Medical/Physiological
3.
User control and freedom
3.
Knowledge and Skill

4.
Consistency and standards
4.
Attitude/Personality
5.
Error prevention
5.
Judgment/Decision
6.
Recognition rather than recall
6.
Communication and Crew Factors
7.
Flexibility and efficiency of use
7.
Design/Systems
8.
Aesthetics and minimalist design
8. 
Supervisory
9.
Help users recognize, diagnose, and recover from errors

 10.
Help and documentation
Following is one other important list of human factors guide lines for aviation.  This one is produced by C. E. Billings, former chief scientist at NASA Ames and who is now at Ohio University (1991, 1997) this list too has an eerie resemblance to Neilsen’s list.
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Billings - Aviation Automation Human Factors
1.
Accountable

2.
Subordinate

3.
Predictable

4.
Adaptable

5.
Comprehensible

6.
Simple

7.
Flexible

8.
Dependable

9.
Informative

10. Error resistant and Error tolerant
Pilots as a whole agree, that the “glass-cockpit” overall, has enhanced safety.  Automation has freed the crew from many “mundane and time consuming” tasks, thereby allowing them more time for monitoring and decision making.  However, automation may also lead to false sense of security.  Approximately 70% of aircraft accidents are still attributed to human error.  It has been assumed that automating functions removed the source of this error (i.e., the human crew), although this assumption is now in debate. Automation, rather than reduce crew error has created new realms of human factors studies (for example, the crew must still monitor the automated systems, so automation generally does not operate without some crew input and interaction). And these new realms of error may be more serious, since, automation can often quietly compensate, then fail at the boundaries of the problem, from which it is more difficult to recover (and, in fact, may be unrecoverable at this point), and flight crews may be “out-of-the-control loop” while automation is in command. The role of the flight crew has changed from “direct (manual) controller” to “system monitor and self-actuating back-up.” The crew must be 
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supported in this role, especially if automation is “opaque” with regard to its state. “Silent” automation is more difficult to monitor and more difficult to recover from when it fails. This is where Neilsen’s first heuristic “Visibility of system status” is violated and others as well.  “The primary problem with crew interaction with automation is lack of feedback and poor human/automation interaction (Norman, 1989).  Pilot discomfort with a monitoring role is not uncommon.  They are given responsibility for the flight/mission, but essentially control is given to a silent and powerful controller, automation.  Automation technology should be viewed as a tool to be used by the crew as they require like different software is available to computer users of a Desktop PC. Automation requires more self-discipline -- it is easy to depend on the automation and lose sight of the vehicle, becoming a “spectator” while automation does its job, rather than the Pilot-in-Command.  This is evidenced in “Controlled Flight Into Terrain” (CFIT) accidents, a non-human computer automated controller, will fly an aircraft into a mountain if it is instructed (i.e., programmed) to do so, with little regard to its “personal safety.”

Automated systems have become quite complex and often the complexity has been coupled with little feedback about the actual state of the automated system. Pilots are generally positive about their automation, reporting that automation “allows them to concentrate on the real world outside the vehicle” (Wells, 2001).  One particular problem with automation complexity relates to “auto flight modes.”  Multiple complex flight modes have, at times, reduced crew mode and situation awareness, causing, “The “what’s it doing now?” syndrome” (Wiener, 1989), indicating the complexity of designing functional human/automation interaction.  Wiener also reported that the most common questions pilots ask with regard to flight deck automation are: “What’s it doing now?”, “Why did it do that?”, and “What will it do next?”.  Exacerbating the mode complexity problem are “uncommanded mode changes” (i.e., automation, rather than crew, changing the flight mode with little or no annunciation), that effectively and silently change the control logic operating at the time, with little or no feedback about the automation’s 
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activities. Mode problems have generated a significant amount of research, most notably work by Sarter & Woods, 1991, 1992a, 1992b.  From an automation survey they conducted, these authors report that a significant number of pilots experience “Flight Management Systems (FMS) surprises” and do not understand all of the FMS modes and functions, even after one year of flight experience.  These “surprises” were reported with such automated functions as “vertical navigation logic, data entry, infrequently used features & modes, the FD, data propagation, and partial system failures” (Sarter & Woods, 1992a).  Automation has placed a hierarchy layer between the crew and the physical vehicle; that is, the crew no longer effects changes on the vehicle directly, but controls the vehicle through the automation.  Pilots are “isolated” and “distanced” from the physical aircraft and the state of the FMS.  Added layers can make it more difficult to maintain situation awareness; it may foster a “crew out-of-the-loop” situation, and make it more difficult for the crew to anticipate vehicle behavior. The Massachusetts Institute of Technology has analyzed 184 mode awareness incidents and found that 74% involve confusion or errors in vertical navigation while only 26% are related to problems in horizontal navigation.  The increasing capabilities of automation have at times produced a situation where it is unclear “who is in charge.”  Decisions made, essentially, by the designer of the automation can be implemented without crew consent and restrictions on crew capabilities can be instituted (i.e., “automated envelope protection” actively restricts the flight crew from performing flight maneuvers considered outside the operating envelope of an aircraft, even during an emergency).  Automation effectively alters command hierarchy structure and muddles command authority by allowing either crewmember to manage the flight through the powerful FMS.  The visual nature of automation increases the need for crew communication and cooperation also known as “Crew Resource Management”.  Flight decisions are made and programmed into the FMS but are not necessarily reflected in the displayed information, effectively removing half of a two man crew from the “decision loop.”  Automation requires crew discipline with regard to communication
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and new operating procedures. At times, pilots are left to operate highly computerized equipment with procedures designed for electromechanical instruments.

With the glass cockpit, becoming an “automation paradox” (Wiener, 1989): automation is reducing workload in low workload flight phases (i.e., cruise), but is also often increasing workload during high workload flight phase (e.g., approach and landing). This increased workload is primarily caused by difficulties associated with interacting with the automation through the crew interface that is, programming the FMS.  This is especially true if there must be unforeseen changes in the flight plan that must be affected while controlling the vehicle. Workload also may significantly increase during an abnormal or emergency situation. Automation has reduced manual workload, but has increased “cognitive” workload (i.e., planning and monitoring) and has introduced an “interface management task” in addition to the pilot tasks of “aviate, navigate, and communicate”.   Often it is easier to turn off the automation and control the aircraft manually than to reprogram the automation during high workload situations.
“Glass cockpits” have significantly enhanced the display of information to the flight crew.  Information is integrated onto a single Primary Flight Display (PFD)/Electronic Flight Instrumentation System (EFIS) and lateral navigational information display on a “Map Display,” significantly enhances crew operations.  But the glass cockpit also created new opportunities for clutter and the different organization of information may have also altered well-learned scan patterns; the new displays “take some getting used to” (e.g., reading an airspeed and altimeter “strip” instead of the traditional dial type gauges and instruments).  The lack of “Stick and Rudder” feedback and lack of “cross-coupling” of some control systems removes a significant type of feedback, that, flight crews in the past have depended on to maintain situation awareness of the vehicle.  Some implementations of automated controls have “smoothed the boundaries,” effectively removing the “seat of the pants” feel that pilots use.Automation generally reduces
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fatigue and stress. But an over-reliance on automation brings on complacency and can cause a “false sense of security.”   Less experienced pilots, who may feel more comfortable depending on the computer, “fixate” on the automation.  Boredom associated with complacency may reduce their situational awareness and their ability to intervene during an emergency.  This problem may be reduced by training, experience, and operating procedures that dictate decreased reliance on automated support and regular cross-checking of raw data.  Decreased confidence in manual control skills is significant with automation use, as well as, decreased safety when the flight crew is used as the “back up” to a failed automated control system. Automation has not changed the fundamentals of airmanship; regularly turn off the automation and manually flying the aircraft would help to maintain flight crew’s skills.

Transitioning to a glass cockpit is often difficult; this “new way of flying” requires significant learning and a significant change in the pilot’s “mental model” concerning how the vehicle is operated. Training needs to provide sufficient vehicle and system knowledge to allow crews to understand the automation and solve problems when they arise. They need hands-on practice to feel comfortable programming the automated systems and efficiently re-programming if the situation arises. Emphasis should be placed on how and when to use automation effectively.  Automation is able to perform numerous tasks formerly only performed by human crew, with high levels of precision (particularly, navigation and flight control tasks). But automation is not yet capable enough to completely replace a human crewmember; there are flight situations (i.e., significant crosswinds) where an automated controller cannot operate. In particular, automation cannot yet perform well under those circumstances where humans excel, such as operating under uncertainty, with little or no information, and operating under new (i.e., untrained or “unprogrammed”) circumstances. For the near future, combined human/automation systems are expected to proliferate and along with this will come the need for greater
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understanding of Human Computer Interaction in order to develop more effective designs that will enhance rather than hinder flight crew feed back and situational awareness.   
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